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## Abstract

Degradation of near-surface permafrost due to changes in the climate is expected to impact the hydrological, ecological and biogeochemical responses of the Arctic tundra. From a hydrological perspective, it is important to understand the movement of the various phases of water (gas, liquid and ice) during the freezing and thawing of near surface soils. We present a new non-isothermal, single-component (water), three-phase formulation that treats air as an inactive component. The new formulation is implemented in the massively parallel subsurface flow and reactive transport code PFLOTRAN. Parallel performance for this implementation is demonstrated, and validation studies using previously published experimental data are performed. A comparison between the new model and a more complete two-component (air-water) multiphase approach shows only minor differences. When water vapor diffusion is considered, a large effect on soil moisture dynamics is seen, which is due to dependence of thermal conductivity on ice content. A large three-dimensional simulation (with around 6 million degrees of freedom) of seasonal freezing and thawing is also presented.

## 1 Introduction

### 1.1 Background

The Arctic and sub-Arctic regions of the Earth are warming at a rate significantly faster than the rest of the planet (Turner et al., 2007; Hansen et al., 1999) and are experiencing environmental change at a rapid pace. Permafrost occupies nearly one-quarter of the landmass of the Northern Hemisphere and contains approximately 1600 GT of organic carbon (Tarnocai et al., 2009). This carbon is potentially available to be released to the atmosphere, thus driving further climate change. However, the timing, rate, and chemical form of future carbon releases to the atmosphere are highly uncer-
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tainty in future soil moisture conditions after anticipated reorganization of permafrostaffected landscapes through permafrost degradation, thaw-induced subsidence, and hydrologic processes. In order to predict the amount of carbon released to the atmosphere as well as other adverse effects of permafrost degradation, it is therefore 5 important to have the capability to simulate hydrologic response of permafrost-affected regions to an increase in the mean annual temperatures (Kane et al., 1991; Lunardini, 1996; Osterkamp and Romanovsky, 1999; Schuur et al., 2008). Additionally, it is also important to have simulation capability for assessing vulnerability of structures and infrastructures in cold regions where thawing of permafrost can lead to soil consolidation causing considerable damage.

Analytical and numerical models of varying complexity have been used since the 1970s to model water movement in freezing/thawing soils (Nakano and Brown, 1971; Harlan, 1973; Guymon and Luthin, 1974; Jame and Norum, 1980; Zhao et al., 1997; Lu et al., 2001; Ling and Zhang, 2004; Hansson et al., 2004; Zhang et al., 2008; Akbari et al., 2009; Zhou and Zhou, 2010; Dall'Amico et al., 2011; Frampton et al., 2011; Painter, 2011; Sheshukov and Nieber, 2011). These models solve for temperature and ice content using extensions to Richards equation and an equilibrium closure relationship between unfrozen water content and temperature. Closure relationships were empirical in many of these models although closure relations that combine thermodynamic constraints with the unfrozen soil moisture characteristic curves are available and were used in some of the models. All of the aforementioned models focused on small spatial scales (typically on the order of centimeters) and short timeframes (hours to days) and many focused on validation against laboratory data from one-dimensional freezing soil columns. These previous studies thus provide much of the prerequisite understanding for predictive capability for cold-region hydrology.

To understand the evolution of cold-region hydrologic systems, simulations must address spatial scales of tens of meters to kilometers and multi-decadal time frames. Capability to model at those scales is currently limited. The SUTRA-ICE code (McKenzie et al., 2007) was developed specifically for this purpose and has been used in a number
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of applications involving groundwater systems that are fully saturated with a combination of ice and liquid. Frampton et al. (2011) used the MarsFlo (Painter, 2011) code to model multi-decadal response of a hypothetical partially saturated hydrologic system to a warming trend at the hillslope scale.

Although both SUTRA-ICE and MarsFlo have been used to model applicationrelevant scales, neither has sufficient flexibility to form a general modeling capability. Painter et al. (2012) identify computational and model requirements for permafrostaffected hydrology simulation tools. Using evolution of ice-wedge polygon bogs as an example, they identified the following required process model representations for permafrost-affected hydrology:

1. Non-isothermal three-phase (ice, liquid, gas) dynamics in frozen or unfrozen soils.
2. Non-isothermal surface flow coupled to the subsurface and incorporating freezing/thawing of ponded water.
3. Evolving topography caused by thaw-induced subsidence.
4. Effect of snow and vegetation on thermally insulating the subsurface.

Painter et al. (2012) also identified capabilities required of the computational framework to efficiently implement the complete set of process models. Focusing only on the subsurface thermal hydrologic processes, the essential computational requirement to model field-scale sized domains is the capability to efficiently use modern highly parallel computers composed of thousands of processor cores. That a massively parallel implementation is needed follows from the nature of the subsurface thermal hydrologic modeling problem: (a) conditions in the active layer are highly dynamic and respond to seasonal temperature and infiltration forcing, which necessitates a relatively small time step (hours to days); (b) simulations need to span time periods of multiple decades; (c) subsurface thermal hydrology will eventually form one component in a larger multiprocess modeling capability, which will result in many unknowns at each grids cell; (d) flows in the active layer are sensitive to microtopography, thus requiring relatively
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fine spatial resolution (centimeters to tens of centimeters); (e) when coupled to overland flow models, spatial domains on the order of tens of meters to kilometers will be required.

As far as we are aware, there are currently no simulations tools capable of repre5 senting the entire range of processes required for modeling hydrology of permafrostaffected regions at the appropriate scale. This is true even if the mechanical and surface processes are neglected and the focus is exclusively on subsurface thermal hydrology. The SUTRA-ICE code is limited to the situation where the pore space is filled with a combination of liquid and ice (i.e. no gas phase) and is thus not appropriate 10 for modeling the dynamics of the active layer, the uppermost layer of soil that freezes and thaws and often partially drains on an annual basis. Water flows in a deepening and partially draining active layer have been identified (Painter et al., 2012) as a key response of permafrost affected regions to warming temperatures, which is why full three-phase capability is a key requirement. MarsFlo meets that requirement; it is two-component (air, water), uses general three-dimensional and fully unstructured grids, and is capable of representing all possible combinations of the ice, liquid, and gas phases in Earth- and Mars-relevant conditions. The generality of MarsFlo was required for the Mars applications that it was originally designed for, which exhibited ice-liquid-gas, ice-liquid, ice-gas, liquid-gas, ice-only, liquid-only, and gas-only conditions in a single simulation (Grimm and Painter, 2009). However, the general two-component capability is computationally demanding and likely not required for Earth permafrost applications. In addition, neither MarsFlo nor SUTRA-ICE is capable of using massively parallel computing hardware.

Although general requirements for modeling subsurface hydrology in permafrost25 affected regions are clear, the computationally demanding nature of the three-phase thermal hydrology simulations places a premium on fine-tuning the process representations as well as the software implementation. This paper addresses the details of process representations, algorithms, and parallel implementation of a three-phase model for use in projecting hydrologic response of degrading permafrost. Specific questions
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addressed here include the choice between a Richards-like formulation with passive gas phase and a full two-component formulation, use of soil texture information in place of empirical soil freezing curves, appropriateness of neglecting vapor-phase diffusion, parallel implementation, and model initialization strategies.

### 1.2 Outline

The balance equations and the solution methodology are described in Sect. 2. Results from a one-dimensional horizontal problem are compared to experimental data in Sect. 3. Comparison between the current model and two-component air-water multiphase model based on Painter (2011) is performed in Sect. 4. The effect of water vapor diffusion on freezing is addressed in Sect. 5. Three-dimensional simulations using the numerical model presented in this paper are shown in Sect. 6. Final remarks are provided in Sect. 7.

## 2 Governing equations and implementation

### 2.1 Balance equations

In this formulation, we do not track the movement of air, and hence we do not consider the mass balance for air. With that approximation, which is equivalent to the approximations that lead to Richards equation, balance equations for water and energy are required. The balance of mass and energy for the water component that can be in three phases (liquid, gas, ice) are given by (Painter, 2011)
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$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\phi\left(s_{1} \eta_{l} X_{\mathrm{w}}^{\mathrm{l}}+s_{\mathrm{g}} \eta_{\mathrm{g}} X_{\mathrm{w}}^{\mathrm{g}}+s_{\mathrm{i}} \eta_{\mathrm{i}} X_{\mathrm{w}}^{\mathrm{i}}\right)\right]+\boldsymbol{\nabla} \cdot\left[X_{\mathrm{w}}^{\mathrm{l}} \mathbf{v}_{\mathrm{l}} \eta_{\mathrm{l}}+X_{\mathrm{w}}^{\mathrm{g}} \eta_{\mathrm{g}} \mathbf{v}_{\mathrm{g}}\right]-\boldsymbol{\nabla} \cdot\left[\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \nabla X_{\mathrm{w}}^{\mathrm{g}}\right]=Q_{\mathrm{w}} \tag{1a}
\end{equation*}
$$

$\frac{\partial}{\partial t}\left[\phi\left(s_{l} \eta_{l} U_{\mathrm{l}}+s_{\mathrm{g}} \eta_{\mathrm{g}} U_{\mathrm{g}}+s_{\mathrm{i}} \eta_{\mathrm{i}} U_{\mathrm{i}}\right)+(1-\phi) \rho_{\mathrm{r}} c_{\mathrm{r}} T\right]+\nabla \cdot\left[\mathbf{v}_{l} \eta_{\mathrm{l}} H_{\mathrm{l}}+\mathbf{v}_{\mathrm{g}} \eta_{\mathrm{g}} H_{\mathrm{g}}\right]-\nabla \cdot[\kappa \nabla T]=Q_{e}$,
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Furthermore, neglecting the amount of air in liquid and ice phases, we have
$X_{a}^{\perp}=0, X_{a}^{i}=0 \Rightarrow X_{w}^{\perp}=1, X_{w}^{i}=1$,
where $X_{a}^{\beta}(\beta=I, i)$ is the mole fraction of air in $\beta$-th phase, and so Eqs. (1) and (2), based on the assumption that $p_{\mathrm{g}}$ is hydrostatic (i.e., $p_{\mathrm{g}}=\left(p_{\mathrm{g}}\right)_{0}-\rho_{\mathrm{g}} g z ;\left(p_{\mathrm{g}}\right)_{0}$ is 1 atm ), reduce to
$\frac{\partial}{\partial t}\left[\phi\left(s_{\mathrm{g}} \eta_{\mathrm{g}} X_{\mathrm{w}}^{\mathrm{g}}+s_{\mathrm{l}} \eta_{\mathrm{l}}+s_{\mathrm{i}} \eta_{\mathrm{i}}\right)\right]+\nabla \cdot\left[\mathbf{v}_{\mathrm{l}} \eta_{\mathrm{l}}\right]-\nabla \cdot\left[\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \nabla X_{\mathrm{w}}^{\mathrm{g}}\right]=Q_{\mathrm{w}}$,
$\frac{\partial}{\partial t}\left[\phi\left(s_{1} \eta_{1} U_{l}+s_{\mathrm{g}} \eta_{\mathrm{g}} U_{\mathrm{g}}+s_{\mathrm{i}} \eta_{\mathrm{i}} U_{\mathrm{i}}\right)+(1-\phi) \rho_{\mathrm{r}} c_{\mathrm{r}} T\right]+\nabla \cdot\left[\mathbf{v}_{1} \eta_{\mathrm{l}} H_{\mathrm{l}}\right]-\nabla \cdot[\kappa \nabla T]=Q_{e}$,
$\mathbf{v}_{\mathrm{l}}=-\frac{k_{\mathrm{rl}} k}{\mu_{\mathrm{l}}} \nabla\left[p_{\mathrm{l}}+\rho_{\mathrm{l}} g z\right]$.
In the above formulation, temperature and liquid pressure are chosen to be primary variables. With this approach, one does not have to change the primary variables based on the phases present; such a method, also known as variable switching, is typically used in multi-component, multi-phase systems (e.g., Painter, 2011).

### 2.2 Constitutive relations

In addition to the previously described balance equations, constitutive relations are required to model non-isothermal, multiphase flow of water. Relations for mole fraction of water vapor, saturations of the phases, thermal conductivity, relative permeability and water vapor diffusion coefficient are specified in this section.

The mole fraction of water in vapor phase is given by the relation,
$X_{\mathrm{w}}^{\mathrm{g}}=\frac{p_{\mathrm{v}}}{p_{\mathrm{g}}}$,
where $p_{\mathrm{v}}$ is the vapor pressure, $p_{\mathrm{g}}$ is the gas pressure (since we are interested in near-surface regions, for our calculations we shall assume that $p_{\mathrm{g}}=1 \mathrm{~atm}$ throughout
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the domain). Assuming thermal equilibrium among the ice, liquid and vapor phases, vapor pressure is calculated using Kelvin's relation (Edlefsen and Anderson, 1943) which includes vapor pressure lowering due to capillary effect as follows
$p_{\mathrm{v}}=P_{\mathrm{sat}}(T) \exp \left[\frac{P_{\mathrm{cgl}}}{\eta_{\mathrm{l}} R(T+273.15)}\right]$,
where $P_{\text {sat }}$ is the saturated vapor pressure, $P_{\text {cgl }}$ is the liquid-gas capillary pressure, given by $P_{\text {cgl }}=p_{\mathrm{g}}-p_{\mathrm{l}}, R$ is the ideal gas constant. Empirical relations for saturated vapor pressure are used for both above and below freezing conditions (i.e., $T=273.15 \mathrm{~K}$ ). The gas molar density $\eta_{\mathrm{g}}$ is calculated using ideal gas law.

To calculate the partitioning of ice, liquid and vapor phases, at a known temperature and liquid pressure, the following two relations are solved simultaneously for $s_{\mathrm{l}}$ and $s_{\mathrm{i}}$ (Painter and Karra, 2013):

$$
\begin{array}{r}
s_{\mathrm{I}}=\left(1-s_{\mathrm{i}}\right) S_{*}\left(P_{\mathrm{cgI}}\right), \\
s_{\mathrm{I}}=S_{*}\left[-\beta \rho_{\mathrm{i}} h_{\mathrm{iw}}^{0} \theta H(-\vartheta)+S_{*}^{-1}\left(s_{\mathrm{I}}+s_{\mathrm{i}}\right)\right] . \tag{8b}
\end{array}
$$

Here, $S_{*}$ is the retention curve for unfrozen liquid-gas phases. In these equations, $h_{\mathrm{iw}}^{0}$ is the heat of fusion of ice at $273.15 \mathrm{~K}, \rho_{\mathrm{i}}$ is the mass density of ice, $\vartheta=\frac{T-T_{0}}{T_{0}}$ and $T_{0}=273.15 \mathrm{~K}$. Eq. (8a) is derived assuming that ice can be treated as a solid for the purposes of relating capillary pressure and phase saturations, so the remaining pore space is divided into vapor and liquid phases using the retention curve for unfrozen liquid-vapor. The second relation in Eq. (8b) is derived as follows: the first term in the square brackets is the capillary pressure between ice-liquid phases, when gas phase is absent (see Painter and Karra, 2013), and the second term is the addition to the ice-liquid capillary pressure due to the presence of the gas phase. Equations (8a) and ( 8 b ) are derived assuming no freezing-point depression. Futhermore, it has been shown that (Painter and Karra, 2013) the results based on generalizations of Eqs. (8a)
and (8b) match well with the experimental results for liquid water content as a function of temperature for different total water content values as measured in Watanabe and Wake (2009) and Wen et al. (2012). Although the constitutive equations for calculating the saturations of ice, water and vapor are implicit in nature, closed-form expressions for the derivatives of these saturations with respect to temperature and liquid pressure can be derived, as shown in Appendix A. These derivatives are used for Jacobian evaluation when the partial differential equations (5) are solved using temperature ( $T$ ) and liquid pressure $\left(p_{1}\right)$ as the primary unknown variables.

For $S_{*}$, we use van Genuchten's model (van Genuchten, 1980), as follows:
$S_{*}= \begin{cases}{\left[1+\left(\alpha P_{\mathrm{c}}\right)^{\gamma}\right]^{-\lambda},} & P_{\mathrm{c}}>0 \\ 1, & P_{\mathrm{c}} \leq 0\end{cases}$
with the Mualem model (Mualem, 1976) for the relative permeability of liquid water,
$k_{\mathrm{rl}}=\left(s_{\mathrm{l}}\right)^{\frac{1}{2}}\left[1-\left(1-\left(s_{\mid}\right)^{\frac{1}{\lambda}}\right)^{\lambda}\right]^{2}$,
where $\lambda, \alpha$ are parameters, with $\gamma=\frac{1}{1-\lambda}$. Note that from Eq. (9), $S_{*}$ is non-zero for finite values of $P_{\mathrm{c}}$. This ensures that complete dry-out does not occur, and that liquid (even if the liquid saturation is very small) is present at all times.

The thermal conductivity for the frozen soil is chosen to be (Painter, 2011)
$K=K e_{\mathrm{f}} K_{\text {wet, } \mathrm{f}}+K e_{\mathrm{u}} K_{\mathrm{wet}, \mathrm{u}}+\left(1-K e_{\mathrm{u}}-K e_{\mathrm{f}}\right) \kappa_{\mathrm{dry}}$,
where $\kappa_{\text {wet, },}, \kappa_{\text {wet,u }}$ are the liquid- and ice-saturated thermal conductivities, $k_{\text {dry }}$ is the dry thermal conducitivity, $K e_{\mathrm{f}}, K e_{\mathrm{u}}$ are the Kersten numbers in frozen and unfrozen conditions and are assumed to be related to the ice and liquid saturations by power law relations as follows
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with $\alpha_{\mathrm{f}}, \alpha_{\mathrm{u}}$ being the power law coefficients.
The gas diffusion coefficient $D_{\mathrm{g}}$ is assumed to depend on temperature and pressure as follows:

$$
\begin{equation*}
D_{\mathrm{g}}=D_{\mathrm{g}}^{0}\left(\frac{P_{\mathrm{ref}}}{P}\right)\left(\frac{T}{T_{\mathrm{ref}}}\right)^{1.8} \tag{13}
\end{equation*}
$$
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### 2.4 Solution methodology

The system (5a) and (5b) can be written in the form (assuming no source/sink)
$\frac{\partial \mathcal{A}}{\partial t}+\nabla \cdot \mathcal{F}=0$,
5 where $\mathcal{A}, \mathcal{F}$ are the accumulation and flux terms. Eq. (14) is discretized using finite volume method with backward Euler temporal discretization, to obtain the following form:
$\left[\frac{\mathcal{A}_{n}^{(i+1)}-\mathcal{A}_{n}^{(i)}}{\Delta t}\right] V_{n}+\sum_{n^{\prime}} \mathcal{F}_{n n^{\prime}}^{(i+1)} A_{n n^{\prime}}=0$,

TCD
8, 149-185, 2014

Three-phase
numerical model for subsurface
hydrology
S. Karra et al.

Title Page


Full Screen / Esc

Printer-friendly Version

```
Interactive Discussion
```

```
Interactive Discussion
``` law and by assuming that the gas pressure is 1 atm .

The above solution methodology is used to implement the governing equations in Sec. 2.1 in a massively parallel fashion in PFLOTRAN. At each grid cell, in addition to solving for liquid pressure and temperature, an inert tracer concentration is also solved for. This involves solving an additional advection-diffusion equation, although 5 this concentration is not used in this paper. Thus for each grid cell, three degrees of freedom (or unknowns) are solved for. Figure 1 shows the parallel scalability in terms of strong scaling (that is, for a fixed problem size, the solution time is measured as a function of number of processor cores) of the implementation in PFLOTRAN without any input or output. Two cases with 3 million and 12 million degrees of freedom are considered. For the 3 million case, the code scales up to 1024 processor cores, while for the 12 million case, it scales up to 4096 processor cores. In both cases, the scaling is close to ideal for up to about 3000 degrees of freedom per core. Note that for a given machine, the number of degrees of freedom per core generally remains independent of the problem size.

\section*{3 Comparison with experimental data}

For validation, we shall compare the numerical results against the experimental data from Jame and Norum (1980) for a partially saturated porous medium. The Jame and Norum experimental set-up was as follows: a 30 cm long horizontal tube with partially saturated \#40 silica flour sealed at the ends was used. The sample was initially unat the other end at the initial temperature. Total water content (ice plus water) was measured at different times using gamma ray attenuation. Results from three tests were reported in Jame and Norum (1980). In the first test, the sample had a water content of \(15.6 \%\) (by dry weight), with an initial temperature of \(20^{\circ} \mathrm{C}\), and the temperature at the cold end set to \(-10^{\circ} \mathrm{C}\). For the second test, a water content of \(15 \%\), an initial temperature of \(5^{\circ} \mathrm{C}\), and a cold end temperature of \(-5^{\circ} \mathrm{C}\), was used. Finally, in the third test, a water content of \(9.5 \%\), an initial temperature of \(5^{\circ} \mathrm{C}\), and a cold end
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temperature of \(-5^{\circ} \mathrm{C}\), was used. Figure 2 shows experimental and numerical results for the water content (by dry weight) as a function of position for 6,24 and 72 h . The temperature profiles are also compared at the three instances in time. The same set of parameters, listed in Fig. 2, were used for all the three tests. A good comparison can 5 be seen between the numerical results and experiments for both water content as well as the temperature. The differences in the water content at the cold end of the tube has been seen previously by others (Jame and Norum, 1980; White and Oostrom, 2006; Painter, 2011).

\section*{4 Our approach vs. two-component approach}

In this section, two configurations are considered to compare the results from the current approach with the two-component (air-water) approach based on Painter (2011).

\subsection*{4.1 1-D horizontal domain}

First, we shall consider the one-dimensional horizontal experiment by Jame and Norum (1980) discussed in Sect. 3. The comparison between PFLOTRAN and the results 15 from a two-component approach are shown in Fig. 3. Overall a good match can be seen with minor differences in the solution at the boundaries and at the freezing front. This demonstrates that the single-component Richards model is adequate for this application.

\subsection*{4.2 2-D domain}
\({ }_{20}\) In the one-dimensional simulations summarized in Sect. 4.1, the single-component model gave very similar results to the more complete two-component model (Painter, 2011) that accounts for advective transport of water vapor. However, a comparison between the two models in a one-dimensional configuration is not very demanding because excursions in gas-phase pressure, which are neglected in the Richards-based
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model but may occur during freeze up in a two-component model, are not able to induce significant advective transport of water vapor in one-dimensional configurations. Numerical experiments in a two-dimensional configuration provide a more sensitive test of the adequacy of the single-component model.

The domain for the two-dimensional tests is rectangular with depth of 20 m and horizontal extent of 50 m . The regular grid spacing is 1 m in the horizontal and 0.2 m in the vertical. The initial conditions, thermal properties, and mean annual surface temperature are selected to cause the active layer depth to be at approximately 1 m with fully saturated frozen soil below that depth. No flow conditions are applied on the left and 10 bottom boundary. The top is specified as an infiltration boundary (specified infiltration rate and temperature in the single component model; specified infiltration rate, temperature and gas pressure in the two-component model). A cyclic temperature condition representing seasonal variations is applied at the top. Infiltration is applied when the temperature is above freezing; no infiltration is applied when the temperature is below freezing. The temperature on the boundary on the right face is held at \(2^{\circ} \mathrm{C}\) between depths of 1 m and 2 m , mimicking a talik. The boundary condition for flow in that region of the right boundary corresponds to a seepage face.

The boundary and initial conditions in this two-dimensional simulation are designed to cause a shallow perched aquifer to form in the active layer during summer. Water then flows toward the right seepage face. The simulations are designed to test whether gas pressure excursions induced by soil freezing in fall, which are not represented in the single-phase passive gas model, will enhance lateral water and vapor flow. Comparisons between the single-component, passive-gas model and the more complete two-component model are shown in Fig. 4. The solid curves use the passive-gas model of this paper, while the individual data points are the result of the two-component model of Painter (2011). The curves are liquid saturation vs. horizontal distance (the talik is on the right) at depths of \(10,30,50\) and 70 cm . The two-component model does show more lateral movement, but the differences are quite small (note the narrow range on the \(y\)-axis). For these and similar comparisons, it can be concluded that the single-
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component, passive-gas approximation is adequate for the purposes of modeling water dynamics in Earth permafrost. This is in contrast to applications involving the hydrologic system of Mars, which were found to be sensitive to advective transport of water in the vapor phase (Grimm and Painter, 2009).

\section*{5 Effect of vapor diffusion}

To study the effect of vapor diffusion on the formation and evolution of permafrost, a one-dimensional vertical column of height 30 m was considered. The domain was initialized with a water-table at a height of 15 m and a temperature of \(1^{\circ} \mathrm{C}\). A geothermal heat flux of \(100 \mathrm{mWm}{ }^{-2}\) was applied along with a no flow boundary condition at the bottom of the domain. A temperature of \(-5^{\circ} \mathrm{C}\) was applied at the top with no infiltration. The simulation was run to 3000 yr . The temperature and ice saturation profiles for cases with and without vapor diffusion are shown in Figs. 5 and 6. For the case without vapor diffusion, as the temperature in the vadoze zone between \(z=15\) and \(z=20\) dropped below freezing, the vapor converted into ice, and a thin ice layer starts to form. The position and thickness of the ice layer does not change significantly as a very small increase in the ice content is seen. On the other hand, for the case with diffusion, the thickness of the ice layer increases with time. Also, the fraction of ice in this layer can be seen to increase significantly. This is due to two mechanisms: the first being that the vapor layer below the ice layer diffuses to the bottom of the ice layer which is cooler as seen in Fig. 6b, and second that a feedback from soil thermal conductivity causes further decrease in temperature, which in turn increases ice layer thickness as well as ice content. This feedback from soil thermal conductivity is primarily due to its dependence on ice saturation. Furthermore, for the case with diffusion, as seen in Fig. \(6 b\) the diffusion of vapor to a cooler region of the domain causes the height of the water table to decrease.
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\section*{6 Three-dimensional simulations}

\subsection*{6.1 Freezing and thawing of active-layer with seasonal variation}

In this section, a three-dimensional domain that uses surface topography from Barrow, AK (see Fig. 7) is considered. A sinusoidal temperature variation with a mean annual temperature of \(-1^{\circ} \mathrm{C}\) and an amplitude of \(30^{\circ} \mathrm{C}\) is applied at the top boundary. The size of the domain is \(25 \mathrm{~m} \times 25 \mathrm{~m}\) in the horizontal plane with height varying between \(4.2-4.6 \mathrm{~m}\). An infiltration of \(10 \mathrm{mmyr}^{-1}\) is applied when the temperature in the top boundary is above \(0^{\circ} \mathrm{C}\). At the bottom, a geothermal heat flux of \(100 \mathrm{mWm}^{-2}\) with no fluid flow is applied. A seepage boundary condition with no heat conduction is applied on the sides. The domain is discretized using a structured grid with \(101 \times 101 \times 200\) cells. The cells above the height of the topography are set inactive. The material parameters considered are: permeability \(=1.3 \times 10^{-13} \mathrm{~m}^{2}\), thermal conductivity (dry) \(=0.25 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), thermal conductivity (wet) \(=1.3 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}, \alpha_{\mathrm{u}}=0.45\), \(\alpha_{\mathrm{f}}=0.95\), thermal conductivity (frozen) \(=2.36 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), porosity \(=0.45\), rock density \(=2700 \mathrm{kgm}^{-3}\), specific heat \(=837 \mathrm{Jkg}^{-1} \mathrm{~K}^{-1}, \lambda=0.5, \alpha=1 \times 10^{-4} \mathrm{~Pa}^{-1}\). For this configuration, there is no diffusion in the gas phase. This problem with approximately 2 million cells (about 6 million degrees of freedom) was run to about 21 yr simulation time using 648 processor cores on the Mustang supercomputer at Los Alamos National Laboratory. The time taken for this simulation was approximately 60 h . Figures \(8-10\) show the saturations of ice and gas during different seasons. Only the top 2 m of the domain, is shown for the sake of clarity. During winter the soil is completely filled with ice and as the temperature on the top region warms in spring, the ice in the top melts. In summer, the ice melts to a depth of around 0.8-1 m. As the top temperature cools down in the fall season, the ice layer starts to freeze from the top to an essentially completely frozen state in winter. Reasonably high amounts of gas are
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is not tracked in their formulation. Figure 8b also clearly shows the formation of ice in the topmost part of the domain in early fall. Additionally, a point to be noted from this simulation is that even though ice was initially present in the entire domain as an initial condition, a cyclic profile was reached fairly quickly (in about 5 yr ) and then the active

\subsection*{6.2 Model initialization}

One main challenge that a modeler faces while simulating three-dimensional freezing models is picking the initial conditions for the sytem. To reach a cyclic steady state solution (typically, the boundary conditions are somewhat cyclic in nature due to seasonal variations, similar to the example presented in Sect. 6), the simulation run time depends on how one initializes the system. The following are various model initialization strategies that one could use:
- Start with a fully frozen state.
- Start with a fully unfrozen state. From our experience, we found that with this initialization the simulation took a much longer time to reach a cyclic profile, since, numerically, freezing is a harder problem than thawing; so, the time step for freezing is usually much smaller compared to thawing, and hence it takes more steps to reach a cyclic steady state.
- Calculate the saturations of liquid, ice and vapor phases in a one-dimensional vertical column under steady-state and map them to the three-dimensional domain. The governing equations for a vertical column under steady-state assumptions reduce to a set of coupled ordinary differential equations which can be easily solved to obtain the phase saturations (see Appendix B).
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\section*{7 Conclusions}

Numerical models are being increasingly used to help understand how subsurface hydrology in permafrost-affected regions will respond to increasing air temperatures and changes in precipitation. Such models generally fall into two classes. One class focuses on groundwater systems at large scales with approximate treatment of active layer and intra-permafrost physics (e.g., McKenzie et al., 2007; Bense et al., 2009; Bosson et al., 2013; Vidstrand et al., 2013; Grenier et al., 2013; McKenzie and Voss, 2013). The second class includes more realistic descriptions of water dynamics in the active layer, including the effects of non-zero gas content (e.g., Painter, 2011; White, 1995). However, those models have been limited to relatively small scales (generally the column scale or at most the hill-slope scale) because of computational demands of the threephase models. The implementation described here takes advantage of highly scalable parallel subsurface multiphysics capability in PFLOTRAN (Lichtner et al., 2013), thus enabling an important class of applications involving degradation of ice-wedge polygon bogs that require both three-phase physics and relatively large domain sizes (Painter et al., 2012).

The implementation described here represents a single-component (water substance) partitioned over three-phases (ice, liquid, vapor) coupled with an energy balance equation. The single-component multiphase formulation gives nearly identical results to the more complete two-component formulation (Painter, 2011) for applications of interest. Thus, the less demanding single-component model is preferred for applications involving hydrology of Earth permafrost. However, Mars applications (e.g., Grimm and Painter, 2009) will generally require the two-component model.

Successful comparisons with laboratory freezing-column experiments build confidence in both the numerical implementation and the constitutive model (Painter and Karra, 2013) for partitioning among ice, liquid and gas phases. In the constitutive model used here, the partitioning among the three-phases follows from information about the soil water characteristic curve in unfrozen conditions. This is preferable to purely em-
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pirical freezing curves, as those empirical freezing curves would need to be developed anew for each application in contrast to the soil water characteristic curve, which may be estimated from information about soil texture.

Although the gas phase is passive in the implementation described here, as it is in 5 Richards equation, diffusion of water vapor is included. In our one-dimensional simulations of Sect. 5, vapor diffusion had a surprisingly large effect on the subsurface soil moisture dynamics in unsaturated conditions. The sensitivity to the vapor diffusion process results partially from a dependence of the thermal conductivity model on ice content. As vapor diffuses to cold regions and cold traps as ice, the thermal conductiv- vapor cold trapping. However, the vapor diffusion model used here is approximate. Further evaluation of the importance of vapor diffusion for Arctic soils using better vapor diffusion models (e.g., Webb and Ho, 1998) is thus needed.

The work described here focuses on highly parallel subsurface hydrology without consideration of surface flows. As Painter et al. (2012) discuss, a comprehensive modeling capability for hydrology in permafrost-affected regions will also require representation of surface flow, surface energy balance, and evolution of topography caused by thawing of permafrost and melting of ground ice. Those important couplings will be addressed in the future.

\section*{Appendix A}

\section*{Derivatives of saturations with pressure and temperature}

When numerically solving the governing partial differential equations, with temperature \((T)\) and liquid pressure \(\left(p_{1}\right)\) being the primary variables, one has to take the derivatives of the saturations (of ice, water and vapor) with respect to \(T\) and \(p_{1}\). Although the constitutive relations for the saturations are implicit in nature, in what follows we will show that one can derive closed form expressions for the derivatives. Using analytical

TCD
8, 149-185, 2014

\section*{Three-phase}
numerical model for subsurface
hydrology
S. Karra et al.

Title Page


closed form derivatives can be computationally faster and numerically more accurate than using numerical derivatives. This can lead to faster convergence to the solution, when using a Newton-Krylov method. In what follows, we derive the derivatives of the saturations with respect to \(T\) and \(p_{1}\). The implicit constitutive relation for the saturation 5 of liquid, ice and vapor phases of water is given by
\(s_{\mathrm{I}}=\left(1-s_{\mathrm{i}}\right) S_{*}\left(p_{\mathrm{I}}-p_{\mathrm{g}}\right)\),
\(s_{\mathrm{I}}=S_{*}\left(\beta \rho_{\mathrm{i}} L_{\mathrm{f}} \theta H(-\vartheta)+S_{*}^{-1}\left(s_{\mathrm{I}}+s_{\mathrm{i}}\right)\right)\),
where \(S_{*}\) is the relative saturation-liquid gas capillary pressure function, \(H\) is the heav10 iside function, \(\vartheta=\frac{T-T_{0}}{T_{0}}\), with \(T_{0}=273 \mathrm{~K}\).

Taking the derivative of Eqs. (A1a) and (A1b) with respect to \(p_{1}\), we get set of two equations in \(\frac{\partial s_{1}}{\partial p_{1}}\) and \(\frac{\partial s_{g}}{\partial p_{1}}\) which can be solved simultaneously to get the expressions for \(\frac{\partial s_{1}}{\partial p_{1}}\) and \(\frac{\partial s_{g}}{\partial p_{1}}\), given by
\(\frac{\partial s_{\mathrm{i}}}{\partial p_{\mathrm{l}}}=\frac{\left(1-s_{\mathrm{i}}\right)}{\left(\frac{G}{1-G}+S_{*}\right)} \frac{\partial S_{*}}{\partial p_{\mathrm{I}}}\),
\({ }_{15} \frac{\partial s_{1}}{\partial p_{1}}=\frac{\partial s_{\mathrm{i}}}{\partial p_{1}} \frac{\mathcal{G}}{1-\mathcal{G}}\),
where
\(\mathcal{G}\left(\vartheta, p_{\mathrm{l}}, p_{\mathrm{g}}\right)=\frac{\partial S_{*}(B)}{\partial B} \frac{\partial S_{*}^{-1}(C)}{\partial C}\),
\(B=\beta \rho_{\mathrm{i}} L_{\mathrm{f}} \vartheta H(-\vartheta)+S_{*}^{-1}\left(s_{1}+s_{\mathrm{i}}\right)\),
\({ }_{20} \mathcal{C}=s_{1}+s_{i}\).

TCD
8, 149-185, 2014

Three-phase numerical model for subsurface hydrology
S. Karra et al.

Title Page

Abstract
Introduction
Conclusions

Tables
Figures
\(\rightarrow 1\)

Back
Close
Full Screen / Esc

Printer-friendly Version
Interactive Discussion

Following a similar procedure, \(\frac{\partial s_{i}}{\partial T}\) and \(\frac{\partial s_{i}}{\partial T}\) are given by
\[
\begin{align*}
& \frac{\partial s_{\mathrm{i}}}{\partial T}=\frac{1}{T_{0}} \frac{-\mathcal{L \mathcal { M }}}{\mathcal{L N}+(1-\mathcal{L N}) S_{*}\left(p_{\mathrm{g}}-p_{\mathrm{l}}\right)},  \tag{A6a}\\
& \frac{\partial s_{\mathrm{l}}}{\partial T}=\frac{1}{T_{0}} \frac{\mathcal{L \mathcal { M }} S_{*}\left(p_{\mathrm{g}}-p_{\mathrm{l}}\right)}{\mathcal{L N}+(1-\mathcal{L N}) S_{*}\left(p_{\mathrm{g}}-p_{\mathrm{l}}\right)}, \tag{A6b}
\end{align*}
\]

5 with
\(\mathcal{L}=\frac{\partial S_{*}(B)}{\partial(B)}\),
\(\mathcal{M}=\beta \rho_{\mathrm{i}} L_{\mathrm{f}} H(-\vartheta)+\beta \rho_{\mathrm{i}} L_{\mathrm{f}} \theta \frac{\partial H(-\vartheta)}{\partial \theta}\),
\(\mathcal{N}=\frac{\partial S_{*}^{-1}(C)}{\partial(C)}\).

\section*{Appendix B}

\section*{Steady-state solution to one-dimensional vertical column}

In this section, the steady-state equations for a one-dimensional vertical column are presented and the solution for the obtained coupled ordinary differential equations are derived. The solution to these equations can be used to initialize the model domain.
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\(\frac{\mathrm{d}}{\mathrm{d} z}\left(v_{1} \eta_{1}-\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \frac{\mathrm{d} X_{\mathrm{w}}^{\mathrm{g}}}{\mathrm{d} z}\right)=0\),

Integrating Eqs. (B1a) and (B1b), we get
\(v_{1} \eta_{1}-\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \frac{\mathrm{d} X_{\mathrm{w}}^{\mathrm{g}}}{\mathrm{d} z}=m_{0}\),
\(v_{1} \eta_{1} H_{1}-k \frac{\mathrm{~d} T}{\mathrm{~d} z}=e_{0}\),
10 where \(m_{0}, e_{0}\) are constant mass and energy fluxes. The mole fraction of water vapor \(X_{\mathrm{w}}^{\mathrm{g}}\) can be calculated using (without including the lowering factor due to capillary effects)
\(X_{\mathrm{w}}^{\mathrm{g}}=\frac{P_{\text {sat }}(T)}{p_{\mathrm{g}}} \Rightarrow \frac{\mathrm{d} X_{\mathrm{w}}^{\mathrm{g}}}{\mathrm{d} z}=\frac{1}{p_{\mathrm{g}}} \frac{\mathrm{d} P_{\text {sat }}}{\mathrm{d} T} \frac{\mathrm{~d} T}{\mathrm{~d} z}\).
Using Eqs. (B3) and (B1c) in Eq. (B2), we get the following ordinary differential equations
\(-\frac{\mathrm{d} p_{\mathrm{l}}}{\mathrm{d} z}=\frac{\mu_{\mathrm{l}}}{k_{\mathrm{rl}} k \eta_{\mathrm{l}}}\left[m_{0}+\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \frac{1}{p_{\mathrm{g}}} \frac{\mathrm{d} P_{\text {sat }}}{\mathrm{d} T} \frac{\mathrm{~d} T}{\mathrm{~d} z}\right]-\rho_{\mathrm{l}} g\),
\(-\kappa \frac{\mathrm{d} T}{\mathrm{~d} z}+\left[m_{0}+\phi s_{\mathrm{g}} \tau_{\mathrm{g}} \eta_{\mathrm{g}} D_{\mathrm{g}} \frac{1}{p_{\mathrm{g}}} \frac{\mathrm{d} P_{\text {sat }}}{\mathrm{d} T} \frac{\mathrm{~d} T}{\mathrm{~d} z}\right] H_{1}=e_{0}\).
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For known mass and energy fluxes ( \(m_{0}, e_{0}\) ), Eq. (B4b) can be used to solve for temperature \((T)\) as a function of \(z\). Using this temperature profile, liquid pressure ( \(p_{1}\) ) can be then evaluated using Eq. (B4a). Once \(p_{\mathrm{l}}, T\) are known as functions of \(z\), liquid, ice and water vapor saturations can be evaluated using Eq. (8).

5 Acknowledgements. This work was funded by Los Alamos National Laboratory Project LDRD201200068DR and by the NGEE Arctic project. The Next-Generation Ecosystem Experiments (NGEE Arctic) project is supported by the Office of Biological and Environmental Research in the DOE Office of Science. This research used resources of the Oak Ridge Leadership Computing Facility located in the Oak Ridge National Laboratory, which is supported by the Office of Science of the Department of Energy under Contract DE-AC05-00OR22725. The computing time at Oak Ridge Leadership Computing Facility was provided by an award through the Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program. The authors also thank Los Alamos National Laboratory Institutional Computing Program for time on the Mustang supercomputer, and Craig Tweedie of UT EI Paso for the LiDAR data from

\section*{References}

Akbari, G., Basirat Tabrizi, H., and Damangir, E.: Numerical and experimental investigation of variable phase transformation number effect in porous media during freezing process, Heat Mass Transfer, 45, 407-416, 2009. 151
Bense, V., Ferguson, G., and Kooi, H.: Evolution of shallow groundwater flow systems in areas of degrading permafrost, Geophys. Res. Lett., 36, L22401, doi:10.1029/2009GL039225, 2009. 167

Bosson, E., Selroos, J. O., Stigsson, M., Gustafsson, L. G., and Destouni, G.: Exchange and pathways of deep and shallow groundwater in different climate and permafrost conditions using the Forsmark site, Sweden, as an example catchment, Hydrogeol. J., 21, 225-237, 2013. 167

Dall'Amico, M., Endrizzi, S., Gruber, S., and Rigon, R.: A robust and energy-conserving model of freezing variably-saturated soil, The Cryosphere, 5, 469-484, doi:10.5194/tc-5-469-2011, 2011. 151

TCD
8, 149-185, 2014

Three-phase
numerical model for subsurface
hydrology
S. Karra et al.

Title Page


Full Screen / Esc

Printer-friendly Version


Edlefsen, N. and Anderson, A.: Thermodynamics of soil moisture, Hilgardia, 15, 31-298, 1943. 157
Frampton, A., Painter, S., Lyon, S., and Destouni, G.: Non-isothermal, three-phase simulations of near-surface flows in a model permafrost system under seasonal variability and climate change, J. Hydrol., 403, 352-359, doi:10.1016/j.jhydrol.2011.04.010, 2011. 151, 152
Grenier, C., Régnier, D., Mouche, E., Benabderrahmane, H., Costard, F., and Davy, P.: Impact of permafrost development on groundwater flow patterns: a numerical study considering freezing cycles on a two-dimensional vertical cut through a generic river-plain system, Hydrogeol. J., 21, 257-270, 2013. 167
Grimm, R. and Painter, S.: On the secular evolution of groundwater on Mars, Geophys. Res. Lett., 36, L24803, doi:10.1029/2009GL041018, 2009. 153, 164, 167
Guymon, G. and Luthin, J.: A coupled heat and moisture transport model for arctic soils, Water Resour. Res., 10, 995-1001, 1974. 151
Hansen, J., Ruedy, R., Glascoe, J., and Sato, M.: GISS analysis of surface temperature change, J. Geophys. Res., 104, 30997-31022, 1999. 150
Hansson, K., Simunek, J., Mizoguchi, M., Lundin, L, C., and van Genuchten, M.: Water flow and heat transport in frozen soil: numerical solution and freeze-thaw applications, Vadose Zone J., 3, 693-704, 2004. 151
Harlan, R.: Analysis of coupled heat-fluid transport in partially frozen soil, Water Resour. Res., 9, 1314-1323, 1973. 151
Jame, Y. and Norum, D.: Heat and mass transfer in a freezing unsaturated porous medium, Water Resour. Res., 16, 811-819, 1980. 151, 161, 162, 177
Kane, D., Hinzman, L., and Zarling, J.: Thermal response of the active layer to climatic warming in a permafrost environment, Cold Reg. Sci. Technol., 19, 111-122, 1991. 151
Lichtner, P. C., Hammond, G. E., Lu, C., Karra, S., Bisht, G., Andre, B., Mills, R. T., and Kumar, J.: PFLOTRAN User Manual, Tech. rep., 2013. 159, 167
Ling, F. and Zhang, T.: A numerical model for surface energy balance and thermal regime of the active layer and permafrost containing unfrozen water, Cold Reg. Sci. Technol., 38, 1-15, 2004. 151
\({ }_{30} \mathrm{Lu}, \mathrm{T} ., \mathrm{Du}\), J., Lei, S., and Wang, B.: Heat and mass transfer in unsaturated porous media with solid-liquid change, Heat Mass Transfer, 37, 237-242, 2001. 151
Lunardini, V.: Climatic warming and the degradation of warm permafrost, Permafrost Periglac., 7, 311-320, 1996. 151

\section*{TCD}

8, 149-185, 2014

\section*{Three-phase numerical model for subsurface hydrology}
S. Karra et al.

Title Page


Printer-friendly Version
Interactive Discussion


McKenzie, J. M. and Voss, C. I.: Permafrost thaw in a nested groundwater-flow system, Hydrogeol. J., 21, 299-316, 2013. 167
McKenzie, J. M., Voss, C. I., and Siegel, D. I.: Groundwater flow with energy transport and water-ice phase change: numerical simulations, benchmarks, and application to freezing in

Mualem, Y.: A new model for predicting the hydraulic conductivity of unsaturated porous media, Water Resour. Res., 12, 513-322, 1976. 158
Nakano, Y. and Brown, J.: Effect of a freezing zone of finite width on the thermal regime of soils, Water Resour. Res., 7, 1226-1233, 1971. 151
Osterkamp, T. and Romanovsky, V.: Evidence for warming and thawing of discontinuous permafrost in Alaska, Permafrost Periglac., 10, 17-37, 1999. 151
Painter, S.: Three-phase numerical model of water migration in partially frozen geological media: model formulation, validation, and applications, Computat. Geosci., 15, 69-85, 2011. 151, 152, 154, 156, 158, 160, 162, 163, 167, 178, 179
Painter, S. and Karra, S.: Constitutive model for unfrozen water content in subfreezing unsaturated soils, Vadose Zone Journal, in press, 2013. 157, 167
Painter, S., Moulton, J., and Wilson, C.: Modeling challenges for predicting hydrologic response to degrading permafrost, Hydrogeol. J., 21, 221-224, 2013. 152, 153, 167, 168
Schuur, E., Bockheim, J., Canadell, J., Euskirchen, E., Field, C., Goryachkin, S., Hagemann, S., Kuhry, P., Lafleur, P., Lee, H., Mazhitova, G., Nelson, F. E., Rinke, A., Romanovsky, V. E., Shiklomanov, N., Tarnocai, C., Venevsky, S., Vogel, J. G., and Zimov, S. A.: Vulnerability of permafrost carbon to climate change: implications for the global carbon cycle, BioScience, 58, 701-714, 2008. 151
Sheshukov, A. and Nieber, J.: One-dimensional freezing of nonheaving unsaturated soils: model formulation and similarity solution, Water Resour. Res., 47, W11519, doi:10.1029/2011WR010512, 2011. 151
Tarnocai, C., Canadell, J., Schuur, E., Kuhry, P., Mazhitova, G., and Zimov, S.: Soil organic carbon pools in the northern circumpolar permafrost region, Global Biogeochem. Cy., 23, GB2023, doi:10.1029/2008GB003327, 2009. 150
30 Turner, J., Overland, J., and Walsh, J.: An Arctic and Antarctic perspective on recent climate change, Int. J. Climatol., 27, 277-293, 2007. 150
Tweedie, C.: Personal communication, 2012. 182

\section*{Three-phase numerical model for subsurface \\ hydrology}
S. Karra et al.

Title Page


Printer-friendly Version

\footnotetext{
Interactive Discussion
}

van Genuchten, M.: A closed-form equation for predicting the hydraulic conductivity of unsaturated soils, Soil Sci. Soc. Am. J., 44, 892-898, 1980. 158
Vidstrand, P., Follin, S., Selroos, J.-O., Näslund, J.-O., and Rhén, I.: Modeling of groundwater flow at depth in crystalline rock beneath a moving ice-sheet margin, exemplified by the Fennoscandian Shield, Sweden, Hydrogeol. J., 21, 239-255, 2013. 167
Watanabe, K. and Wake, T.: Measurement of unfrozen water content and relative permittivity of frozen unsaturated soil using NMR and TDR, Cold Reg. Sci. Technol., 59, 34-41, 2009. 158
Webb, S. W. and Ho, C. K.: Review of enhanced vapor diffusion in porous media, in: Proceedings of the TOUGH Workshop '98, Lawrence Berkeley National Laboratory Report LBNL41995, 257-262, 1998. 168
Wen, Z., Ma, W., Feng, W., Deng, Y., Wang, D., Fan, Z., and Zhou, C.: Experimental study on unfrozen water content and soil matric potential of Qinghai-Tibetan silty clay, Environmental Earth Sciences, 66, 1467-1476, 2012. 158
White, M.: Theory and numerical application of subsurface flow and transport for transient freezing conditions, in: Proceedings of the Fifteenth Annual Americal Geophysical Hydrology Days, 339-352, 1995. 167
White, M. and Oostrom, M.: STOMP Subsurface Transport Over Multiple Phases: Users Guide PNNL-15782, Pacific Northwest National Laboratory, Richland, 2006. 162
Zhang, Y., Carey, S., and Quinton, W.: Evaluation of the algorithms and parameterizations for ground thawing and freezing simulation in permafrost regions, J. Geophys. Res., 113, D17116, doi:10.1029/2007JD009343, 2008. 151
Zhao, L., Gray, D., and Male, D.: Numerical analysis of simultaneous heat and mass transfer during infiltration into frozen ground, J. Hydrol., 200, 345-363, 1997. 151
Zhou, Y. and Zhou, G.: Numerical simulation of coupled heat-fluid transport in freezing soils using finite volume method, Heat Mass Transfer, 46, 989-998, 2010. 151

TCD
8, 149-185, 2014

\section*{Three-phase numerical model for subsurface hydrology}
S. Karra et al.

Title Page


Full Screen / Esc

Printer-friendly Version



Fig. 1. Strong scaling performance of PFLOTRAN using Jaguar Cray XK6 supercomputer at Oak Ridge National Laboratory for the non-isothermal, multiphase (ice, vapor and liquid) subsurface water flow problem (no I/O). Domain sizes with 3 million and 12 million degrees of freedom are considered. The code scales well to approximately 3000 degrees of freedom per processor core in both the cases.
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Fig. 2. Comparison of simulated results from PFLOTRAN with laboratory experiments of Jame and Norum (1980) with simulated data shown in solid curves and experimental data shown with points. The parameters used are: permeability \(=3.5 \times 10^{-12} \mathrm{~m}^{2}\), thermal conductivity (dry) \(=0.25 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), thermal conductivity \((\) wet \()=2.3 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}, \alpha_{\mathrm{u}}=0.45, \alpha_{\mathrm{f}}=0.95\), thermal conductivity (frozen) \(=3.6 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), porosity \(=0.5\), rock density \(=2700 \mathrm{kgm}^{-3}\), specific heat \(=837 \mathrm{Jkg}^{-1} \mathrm{~K}^{-1}\), tortuosity \(=0.01\). The van Genuchten parameters used were \(\alpha=\) \(2 \times 10^{-4} \mathrm{~Pa}^{-1}\) and \(\lambda=0.39\).
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Fig. 4. Comparison of current approach (solid) with two component air-water approach (circles) based on (Painter, 2011). The following properties were used: permeability \(=\) \(3.2 \times 10^{-12} \mathrm{~m}^{2}\), porosity \(=0.53\), thermal conductivity (dry) \(=0.067 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), thermal conductivity (wet) \(=1.23 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), thermal conductivity (frozen) \(=2.08 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), rock density \(=2500 \mathrm{~kg} \mathrm{~m}^{-3}\), specific heat \(=735 \mathrm{Jkg}^{-1} \mathrm{~K}^{-1}\), van Genuchten \(\alpha=7.1 \times 10^{-5} \mathrm{~Pa}^{-1}\), van Genuchten \(\lambda=0.22\).
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Fig. 7. Three dimensional domain based on surface topography measured using LiDAR from Barrow, AK (Tweedie, 2012). The size of the domain in the horizontal plane is \(25 \mathrm{~m} \times 25 \mathrm{~m}\) and the height variation is between \(4.2-4.6 \mathrm{~m}\).
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Fig. 8. Ice thawing and freezing with seasonal surface temperature variation. Ice and gas saturations for winter and spring seasons shown here. A sinusoidal temperature variation is applied to the top (with a mean of \(-1^{\circ} \mathrm{C}\) and a half-amplitude of \(15^{\circ} \mathrm{C}\) ) along with an infiltration of \(10 \mathrm{mmyr}^{-1}\). Seepage boundary condition is used on the sides. For initialization, the temperature was set to average annual temperature of \(-1^{\circ} \mathrm{C}\). The material parameters considered are: permeability \(=1.3 \times 10^{-13} \mathrm{~m}^{2}\), thermal conductivity (dry) \(=0.25 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), thermal conductivity (wet) \(=1.3 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}, \alpha_{\mathrm{u}}=0.45, \alpha_{\mathrm{f}}=0.95\), thermal conductivity (frozen) \(=2.36 \mathrm{Wm}^{-1} \mathrm{~K}^{-1}\), porosity \(=0.45\), rock density \(=2700 \mathrm{~kg} \mathrm{~m}^{-3}\), specific heat \(=837 \mathrm{Jkg}^{-1} \mathrm{~K}^{-1}\), tortuosity \(=1, \lambda=0.5, \alpha=1 \times 10^{-4} \mathrm{~Pa}^{-1}\).
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Fig. 10. Ice thawing and freezing with seasonal surface temperature variation (continued). Ice and gas saturations for peak fall shown here. For the values of parameters used see Fig. 8.
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